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Introduction
Proposed Problem

▪ General LLMs models lack from specific product knowledge

▪ Existing fine-tuned models to handle diverse tasks for untrained problems:

▪ eCeLLM

▪ LLaMA-E

▪ EcomGPT

▪ Model evaluation to generalize its e-commerce concepts understanding and new product 

adaptation 
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Introduction
Data Exploration

▪ Anonymized ShopBench multi-task 

dataset from real Amazon shopping 

data

▪ Designed to evaluate four shopping 

skills:

• Shopping Concept Understanding

• Shopping Knowledge Reasoning

• User Behavior Alingnment

• Multi-lingual Abilities

▪ We generate examples for several tasks 

to obtain a larger dataset 

Table 1: Dataset statistics for Track 4: Multi-
lingual Abilities.

- Development data contains 13 examples 
from this track covering 3 different tasks

{"input_field":"Given the following product, which of the following keyword 
sets is most suitable for it?\nProduct Title: Alchemy Power Inc...Product 
Description: Vor dem Pi-EzConnect werden ein Flachbandkabel, \n0. 
erweiterung, gpio, breakout board, raspberry pi\n1. arzt, raspberry pi, 
gpio, klemmleiste\n2. besteckkasten, raspberry pi, gpio, leicht\n3. t 
cobbler, bett, klemmleiste:",…"metric":"accuracy}

{"input_field":"A product entitled 'Steadtler Fimo Soft Starter Pack 12 x 57 
g Multicolour Blocks' exists on an online shopping website. Generate an 
adequate title for the product when it appears on a(n) German online 
shopping website.\nOutput: ",… metric":"bleu",“…}

{"input_field":"A product with description 'Available in both 3 and 6 packs' 
exists on an online shopping website. Which of the following descriptions 
may describe the same product in a different language?\n0. \u3010Auto 
Schlaf....\n1. COMPATIBILITY.\n2. Adoucit l'eau du robinet\n3. Des yeux plus 
charmants..\nAnswer:"metric":"accuracy”…}
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Introduction
Evaluation Metrics

- Macro-averaging metrics to determine the 

overall score for each task, since all the metrics 

fall between 0 and 1
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Introduction
Main Competition Challenges

• Time limits of execution

• Resources (4 GPUs NVIDIA T4) not bfloat16 support.

• Unseen tasks

• Output format

• Multilingual
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Dataset Creation
Example Generation

GPT-3.5 Prompt for Task 5. 

Product (title + characteristics) from Amazon KDD 2023 
Training Data (Amazon-M2)
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Dataset Creation
Generation examples

GPT-3.5 Output for Task 5. 
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Dataset Creation
Post-processing & Cleaning

GPT-3.5 Output for Task 5 Cleaning. 

Check that response begins with “The product”

Check output format (number)

Check that options begins with number 1. , 2., 3…)
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Dataset Creation
Same format as ECInstruct’s 

ECI transformation
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Dataset Creation

{" You are given a list of Amazon products that appear on an e 
- commerce website , and a question about it with 3 possible 
responses . Only 1 is correct and you need to indicate which 
one is it . Examples : { dev_data }. Use the description from 
the following Amazon product to generate 5 questions about its 
characteristics like in the previous examples . For each 
question provide 3 possible answers (2 incorrect and 1 correct 
) , and then indicate the answer ( that is , the correct one ) 
. Follow the same formulation as in the examples , and that is 
" The product '[ HERE INSERT FULL PRODUCT NAME ]' appears on an 
e - commerce website . [ HERE INSERT QUESTION ] [ HERE INSERT 
OPTIONS ] Answer : [ HERE INSERT NUMBER OF ANSWER ]". The 
possible answers must be numerated from 1 to 3 and the final 
answer must just be the number of the correct one . Product 
description : { product }"}

{" input_field ": " The product 'Microsoft PN7 -00013 Bluetooth 
Mobile Mouse 3600 - Red ' appears on an e - commerce website . 
What is the type of connectivity used in the mouse ?\ n1 . USB 
\ n2 . Bluetooth \ n3 . Wi - Fi \ nAnswer : " , " output_field
": 2 }

{ " split ":" train " , " task ":" multiple - choice " , " setting ":" 
IND_Single_Instruction " , " instruction ":" Given the product title and 
question , select the correct answer among all the options ." , " input ":{ " 
product title ":" Microsoft PN7 -00013 Bluetooth Mobile Mouse 3600 - Red " , " 
question ":" What is the type of connectivity used in the mouse ?" } , " 
options ":"[[1. USB , 2. Bluetooth , 3. Wi - Fi ]" , " output ":"2" , " 
few_shot_example ": null } 

Listing 3: Example of GPT-3.5 output for Task 5.

Listing 4: Example in ECInstruct format for Task 5. Listing 2: GPT-3.5 Prompt for Task 5. 
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Dataset Creation
Extended dataset

Number of eCeLLM 

ítems 

Number of items in the 

training dataset

Number of synthetic 

items

Execution time for an 

epoc

92.022 items 204.593 items 112.591 items 120 hours (aprox.)

The new synthetic examples covered tasks from 1 to 11, with the exception of tasks 9 and 10.



Qwen2-72B
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Detail Method
Base model

- Instruct

- 4 bits bnb
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Detail Method
Finetuning

alpaca_prompt = """Below is an instruction that describes a task, paired 
with an input that provides further context. Write a response that 
appropriately completes the request.\n\n### Instruction:\n{}\n\n### 
Input:\n{}\n\n### Options:\n{}\n\n### Response:\n{}""" 

ALPACA TEMPLATE
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Detail Method
Finetuning

Table 3: Fine-tuning parameters.

- Reduced fine-tuned model, Qwen2-72B-

instruct, with the RUNPOD envirnonmet using a 

RTX 6000 ADA GPU (48GB of RAM)

- The model was saved in 16-bit precision to 

perform Activation-aware Weight 

Quantization(AWQ)
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Detail Method
Padding

▪ Before performing AWQ, the model’s parameter of intermediate_size was adjusted, from 

29, 568 to 29, 696

▪ This change allows the use of the vLLM library across all 4 GPUs.

29, 568 / 128 = 231 = 3 · 7 · 11 = 3 (mod 4), not divisible by 4

ValueError: Total number of attention heads (64) must be divisible by tensor parallel size (4). 
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Detail Method
AWQ Quantization

PARAMETERS
- Thanks to the AWQ flexibility and compability 

with vLLM, the auto-AWQ library by Casper-

Hansen1

-  was utilized to modificate the size to  38.74 GB

https://github.com/casper-hansen/AutoAWQ
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Detail Method
Inference

Table 5: Task-Specific Parameters. 

• We use diferents parameters and 

diferent system prompt for each 

task type 
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Experiments

Table 6: Score of Selected Submissions.

- The Qwen2 72B model consistently 

outperformed the Llama 3 70B across several 

key metrics and task types

- This result underscored the effectiveness of 

prompt engineering in optimizing model 

performance for specific tasks, making 

Qwen2 72B a better choice than Llama 3 

70B in this competition.

- It could be easy to separate each task type, 

so we could improve one task type without 

worsening other tasks types.
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Conclusions – Key points 

• The selection of the base model with the highest score possible that could fit in the 

execution environment was key.

• Quality data used to enhance the base model efficiency through fine-tuning.

• Give importance on multiple choice tasks, due to its abundance in the track, and 

improving multiple choice without worsening other task performance. As it is easy to 

separate.

• The effectiveness of prompt engineering so the LLM could provide the required response 

format. For example, in track 2 in reasoning CoT was crucial.



26

More info

Paper Code



27

QUESTIONS

www.innova-tsn.com

MADRID - BARCELONA – LONDRES

CDMX - BOGOTÁ



28

GRACIAS

GRÀCIES
THANK YOU

www.innova-tsn.com

MADRID - BARCELONA – LONDRES

CDMX - BOGOTÁ


	Diapositiva 1
	Diapositiva 2
	Diapositiva 3: Table of contents
	Diapositiva 4: 1. Introduction
	Diapositiva 5
	Diapositiva 6
	Diapositiva 7
	Diapositiva 8
	Diapositiva 9: 2. Detail Method
	Diapositiva 10
	Diapositiva 11
	Diapositiva 12
	Diapositiva 13
	Diapositiva 14
	Diapositiva 15
	Diapositiva 16: Qwen2-72B
	Diapositiva 17
	Diapositiva 18
	Diapositiva 19
	Diapositiva 20
	Diapositiva 21
	Diapositiva 22: 3. Experiments
	Diapositiva 23
	Diapositiva 24: 4. Conclusions
	Diapositiva 25
	Diapositiva 26
	Diapositiva 27
	Diapositiva 28

